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Abstract

Background: There is a rapidly expanding literature on the application of complex networks in economics that focused
mostly on stock markets. In this paper, we discuss an application of complex networks to study international business
cycles.

Methodology/Principal Findings: We construct complex networks based on GDP data from two data sets on G7 and OECD
economies. Besides the well-known correlation-based networks, we also use a specific tool for presenting causality in
economics, the Granger causality. We consider different filtering methods to derive the stationary component of the GDP
series for each of the countries in the samples. The networks were found to be sensitive to the detrending method. While
the correlation networks provide information on comovement between the national economies, the Granger causality
networks can better predict fluctuations in countries’ GDP. By using them, we can obtain directed networks allows us to
determine the relative influence of different countries on the global economy network. The US appears as the key player for
both the G7 and OECD samples.

Conclusion: The use of complex networks is valuable for understanding the business cycle comovements at an international
level.
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Introduction

There is a growing interest in the application of complex

networks in economics, with the number of publications on this

topic increasingly rapidly. Not surprisingly, most studies on this

topic focused on stock markets. In this paper we first review the

main results in the literature on complex networks which will serve

as a background for our empirical analysis.

The paper by [1] was among the first to use correlation to

construct networks from financial returns. Based on the construct-

ed correlation matrix between the most traded stocks, he filtered

the information using the minimum spanning tree, obtaining thus

a final complex network A refinement of this work was done by

[2], who based on the correlation matrix of stocks, filtered the

information using the planar maximally filtered graph, obtaining a

graph that contains more information than the minimum

spanning tree.

The use of standard correlation to construct correlation

matrices has been improved by [3] through the introduction of

the partial correlation. By using a threshold to eliminate the lack of

correlation as well as a ranking of the partial correlations, they

sought to reveal the causality between the different stocks. This

approach was shown to better reveal the dominating stocks in the

New York Stock Exchange market. The stocks from the financial

sector and from the investment services sub-sector are the most

influential ones.

Following the challenges of the last financial crisis, [4] used data

for S&P 500 between 1999 and 2010 to construct correlation

networks, addressing thus the need to construct more relevant

measures of stock market dynamics. They proposed a new system-

level parameter, a so called index cohesive force. Based on this

index, they could analyze the state of the market and the

probability of a market crash.

A better understanding of the role of nodes in financial networks

is due to [5] who proposed a new methodology to understand the

relationship between nodes in financial networks which relies on

the dependency network. Analyzing this new matrix in time for the

case of Dow Jones Industrial Average components, they found that

it can be used to identify particular crises episodes.

While the initial research on financial networks focused on

individual case studies, recent research has also studied the

relationship between different stock markets. For example, [6]

used inter and intra correlations, the market index cohesive force

as well as meta-correlations to analyze the dynamics of and

relationships between main world capital markets. They found

different patterns for Western and emerging Asian markets.

Obviously there are several good reasons for the focus on stock

markets, including the high number of observations as well as their

behavior (especially from the developed economies) close to the

efficiency hypothesis (i.e. all the information is reflected in the

price of a stock). The increasingly complex networks led to certain
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properties, like the known stylized fact that stocks tend to group

together according to the sectors which they are part of.

A much less studied topic is that of the national economies or

the global macroeconomic relationships using complex networks.

Most of the existing research on this topic focuses on constructing

the complex networks based on trade data, see [7] and [8] for two

of the most representative studies. Global economic linkages were

studied by [7] who used data on international trade. Based on the

complex network statistics the work tried to explain the recent

financial crises. They found that a network based approach can

explain the contagious character of the financial crises in Mexico,

Russia and South-East Asia.

The possibility of studying international crises in a network

setting was proposed by [8]. The authors constructed a model of

crisis-spreading which was applied on a complex network based on

combined data on GDP and trade between the countries. Their

main finding was that a country plays a more significant role in a

financial crisis the larger the GDP and the bigger its connectivity

at both global and local level.

In this study we analyze global business cycles using the tools and

results from the network theory. According to the modern view, see

[9], business cycles are understood as deviations from a growing

trend. This is why, in practice, the business cycle component of a

macroeconomic time series is derived based on extracting the trend,

see the methodology section below. While much of the existing

literaturehasbeendevoted tounderstandingnationalbusinesscycles,

either in the US or other developed and developing economies, there

is a growing interest in understanding the international business

cycles, starting with the work by [10]. Some effort has been dedicated

to mapping of the so called stylized facts of international business

cycles, i.e. thecomovementbetweenthedifferentvariablesofnational

economies, see [11] or [12]. [12] analyzed the cross-correlations

between the main macroeconomic variables of 20 industrialized

countries; the most common finding are weak positive correlations.

A pertinent question is why such an approach would help us better

understanding international business cycles. First, given the

increasing globalization and integration of world economies, we

would expect that there are increased linkages between the different

national economies. A second effect is that a crisis within economy

(especially a large one like US) can have wide effects on the global

economy. The last housing market crisis is the classic example.

Recent sovereign debt crisis has shown that even small open

economies can have significant effects on the state of more developed

economies due to the financial links between them. Thus a network

based approach can help us better understand the role of countries

taken as nodes as well as the linkages between them.

This paper approaches the modeling of macroeconomic

dynamics at an international level using complex networks.

Several contributions to existing literature are intended. First, we

focus on GDP dynamics, studying the macroeconomic features

with complex networks. Moreover, complex networks are

constructed based on the correlations between the GDP of

national economies. The concept of Granger causality (see below)

is also used to construct complex networks, an approach used only

Figure 1. Log-differenced US GDP.
doi:10.1371/journal.pone.0058109.g001
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very recently by [13]. With this approach we address the main

shortcoming of both the Pearson correlation coefficient and partial

correlations, (see [3] for a more extensive discussion.).

The paper is organized as follows. The methodology used

throughout the analysis is described in the second section. The third

section presents and discusses the empirical results. The last section

draws conclusions and outlines some possible extensions of our work.

Methods

Here, we begin with a presentation of the approaches to filter

the series since they are not stationary in their initial form. The

methods used to derive correlation networks are outlined. Then,

we apply the minimum spanning tree to the correlation networks.

Filtering the Macroeconomic Time Series
A sensitive issue in economics is to derive the cycle component of a

series. This is necessary in the context of this paper as the GDP series

contain a trend. A first and standard approach to filter a time series in

order to eliminate the trend is to calculate the first difference. This

approach is usually employed for financial time series too.

Given a time series yt for country i, the growth rates can be

computed using the log differences as given below:

growtht,i~ log (yt,i){ log (yt{1,i) ð1Þ

There are, however, other standard approaches in economics,

some of them accompanied by serious criticisms. We present and

use later the Hodrick Prescott filter [14].

For each macroeconomic time series yt we perform a

decomposition into its cycle component ct and trend component

mt based on an minimization process given below:

min
mt

Xm

t~1

c2
t zl

Xm{1

t~2

mtz1{mt

� �
{ mt{mt{1ð Þ

� �2

ð2Þ

Where ‘‘m’’ is the number of observation and l is a smoothing

parameter that controls the variability in the trend component mt.

The role of this filter is to identify the business cycle component by

eliminating the trend, as the widely accepted definition of business

cycles says that cycles are deviations from the growing trend.

There are many other filtering methods employed in economics,

like band pass filters, see [15] for a relevant example, or the more

modern wavelet approach, see [16] for an early use in economics;

however we stick in this study only to the standard approaches. A

key reference on the effects of using different filters on the business

cycles properties is due to [17].

Correlation Based Networks
There are different ways to construct networks from data series.

One of the most popular is the Pearson correlation coefficient. A

correlation matrix R is constructed using the standard correlation

coefficient, as follows:

Ri,j~
S yi{SyiTð Þ{ yj{SyjT

� �
T

sisj

ð3Þ

Figure 2. Correlation based network for G7 economies using growth rates of series. Note: colours corresponds to the weights according
to the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for a value between 0.6 and
0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g002
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With ST standing for the average and s the standard deviations of

the series yi and yj.

The resulting R matrix of dimensions NxN (where N is the

number of countries involved in the analysis) corresponds to a

weighted undirected network, with the weight of a link given by

the correlation between the GDP of the different countries,

namely by rij. This network usually needs further filtering in order

to eliminate the spurious links. In our paper we set to 0 the

correlations which are smaller than 0.3 (a standard threshold in

the literature).

A major issue with correlation is that it cannot detect causality,

although, of course, it signals comovement. In the literature on

complex networks, some attempts have been made to correct this.

Various measures have been proposed, e.g., imposing thresholds

for correlation, using partial or weighted correlation which try to

eliminate spurious correlations. However, up to this moment,

except for [13], we are not aware of constructing complex

networks which really seek causality in a statistical sense.

Granger Causality-based Networks
In the construction of the network we propose the use of

Granger causality as a route to studying causality. Initially

developed in the context of economics, it has been recently used

in other fields such as neuroscience.

The so called causality test, as developed by Granger (1969)

[18], is basically a test of whether a certain variable helps

forecasting the future values of another variable.

The following equations are used to apply the test:

yt~b0z
XN

k~1

bkyt{kz
XN

l~1

alxt{lzut ð4Þ

xt~c0z
XN

k~1

dkyt{kz
XN

l~1

clxt{lzvt

With yt and xt the two variables in a causal relationship, ut and vt

uncorrelated disturbances, k and l the number of lags for each

equation. The null hypothesis H0 and the alternative hypothesis

are given by H1.

H0: al = 0 for any l and dk = 0 for any k.

H1: al ? 0 and dk ? 0 for at least some l and/or k.

If al is statistically significant, then we say that x Granger causes

y. If any dk is different from zero, we say that y causes x in a

Granger sense. We can also have bilateral causality.

Based on a resulting Granger causality matrix of relationships

between countries, we derive a network following certain rules.

These rules, in a realistic way, although not without some limits,

map the value of the test statistic F (compared to the critical value

from the F-distribution at various levels of significance) into

‘‘causality intensity’’ between the nodes i and j as follows:

– If the F statistic is greater than the critical value at the 0.01

significance level, then ri,j~0:90;

Figure 3. Correlation based network for G7 economies using HP filtered series. Note: colours corresponds to the weights according to the
strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for a value between 0.6 and 0.75,
red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g003
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– If the F statistic is greater than the critical value at the 0.05

significance level, then ri,j~0:50;

– If the F statistic is greater than the critical value at the 0.10

significance level, then ri,j~0:30;

– If the F statistic is lower than the critical value at the 0.10

significance level, then ri,j~0:00.

The fact that the lack of causality translates into a 0 value

corresponds to the value from the correlation matrix (zero

correlation, resulting from a value lower than 0.3).

Results

Data Used
We focus on the most significant economies using two different

sets, the first one being the set of economies in the G7 group,

consisting of the USA, France, Germany, United Kingdom, Italy,

Japan and Canada. The second group consists in economies from

OECD. Several economies are excluded since the sample data is

available starting only from 1990s and there are newer entrants

into OECD. The list of the OECD economies included in the

sample is presented in Table 1, which also lists the abbreviation

used for each economy, including the countries from the G7

group.

The data were taken from the freely available international

macroeconomic data Penn World Table (http://pwt.econ.upenn.

edu/php_site/pwt_index.php) at University of Pennsylvania and

consists in per capita GDP converted at power purchasing parity

in 2005 constant prices. The sample was drawn between 1970 and

2009 and it consists of yearly GDP data. The figures with the rates

of growth for each country can be found in the Materials S1. See

also Figure 1 for the data on US economy.

The Granger causality approach is conditional on the fact that

the two series are stationary. If this condition is not fulfilled, the

results have no meaning. We tested for stationarity for each series

using the Augmented Dickey Fuller test. The results are presented

in Table 2

With the exception of Hungary and Spain, the null of unit root

is rejected for all cases. We decided to eliminate both Hungary and

Spain from the construction of networks based on rates of growth

(stationarity is not necessary for correlation, however we would like

to make possible the comparison between the correlation networks

and Granger causality networks). We also notice that when the

series are filtered with the HP filter, the null of unit root is rejected

for all cases, including Hungary and Spain.

Figure 4. Correlation based network for OECD economies using growth rates of series. Note: colours corresponds to the weights
according to the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for a value
between 0.6 and 0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g004

Complex Networks and Business Cycles
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Correlation Based Matrices
We first consider the construction of complex networks based

on simple correlations. The correlations (and cross-correlations)

are widely used in the business cycles analysis and they are part of

the standard way to characterize business cycles properties apart

from the standard deviation, see [14]. At the same time it is a

known fact that the resulting business cycles facts are sensitive to

the detrending procedure.

We construct two correlations matrices for each of the data set

using both the growth rates and the Hodrick Prescott filtered

series. We set a threshold value for statistical significance at 0.3.

That is, if the correlation between the nodes i and j is lower or

equal to 0.30, it is set at zero.

The results are presented in Figures 2 and 3 for G7 data and

Figures 4 and 5 for OECD data. The results indicate that the

detrending methods influences the derived complex network.

There are a number of changes, between the graphs for OECD

economies when using growth rates or HP filtered series.

Granger Causality Based Complex Networks
We applied a Granger causality approach to derive complex

networks of national economies. This is clearly a stronger concept

than the correlation one. This approach addresses the shortcoming

of the correlation based method to construct complex networks.

The most important change is the fact that, based on Granger

causality, one can obtain directed networks.

In implementing this approach we consider testing for the

optimal lag length. In doing so, we consider up to eight lags, since

we are interested in detecting comovement at the business cycle

level and business cycles happen with a frequency between 4 and 8

years. In selecting the maximal number of lags we also have to take

into consideration the limited sample of only 40 observations. The

optimal lag length is chosen using the Bayesian Information

Criterion. The selected optimal lag lengths for each case are

available in the Materials 2. The F statistics of the Granger

causality test are also available as Materials 3.

Figures 6, 7, 8 and 9 present the resulting graphs, Figures 6a

and 7a for G7 economies and Figures 8 and 9 for OECD. We

have also considered undirected graphs for G7 economies,

Figures 6b and 7b, while for the OECD economies, Figures 8

and 9, we have considered only undirected graphs since it was very

difficult to visualize all relationships with a directed graph.

Relative Influence of Different Nodes
In order to gain some insight into the features of the resulting

network we use the approach proposed in [3] to derive measures

Figure 5. Correlation based network for OECD economies using HP filtered series. Note: colours corresponds to the weights according to
the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for a value between 0.6 and
0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g005

Complex Networks and Business Cycles
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Figure 6. Granger causality based network for G7 economies using growth rates of time series. A: undirected. B: directed. Note: colours
corresponds to the weights according to the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and
0.9, green for a value between 0.6 and 0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g006

Complex Networks and Business Cycles
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Figure 7. Granger causality based network for G7 economies using HP filtered series. A: undirected. B: directed. Note: colours corresponds
to the weights according to the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for
a value between 0.6 and 0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g007

Complex Networks and Business Cycles
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of the influence of the different nodes (countries) in the Granger

causality-based network for G7 and OECD economies, since

based on this approach we could obtain directed networks. We

focus on the case of HP filtered series since in this case a maximal

number of economies is included in the sample.

Given that we have obtained weighted (directed) networks, the

following formula is used to determine the relative influence

measure of each node:

Rw sð Þ~ ow sð Þ{iw sð Þ
ow sð Þziw sð Þ ð5Þ

Where ow(s) is the weighted number of out-degrees link (links going

from a certain country s to other countries), while iw(s) is the

weighted number of in-degree links (links from other countries to

the same country s).

The results of applying this method are presented in Table 3, for

the G7 sample, and in Table 4 for the OECD economies. Since

the size of the economy surely determines the influence of an

economy on the business cycles of another economy, we have also

weighted the resulting values with the share of each country GDP’s

in the US GDP (in per capita terms, as mentioned above).

Discussion

The emerging field of complex networks has expanded quickly,

see [19], showing promising results in many fields including

economics, although most of the research focused on financial

markets.

In this paper we researched the less studied topic of

international business cycles, by characterizing the comovement

of national economies using complex network. Besides the known

correlation based approach we also introduced the use of Granger

causality based networks.

The first important finding is that the derived networks are

sensitive to the detrending method used, an issue of particularly

importance in macroeconomics, although it might be significant

for finance too as constructing correlation-based networks has

become a standard tool. The results might be further compared to

different methods to construct complex networks.

Another salient issue is how to interpret the resulting networks.

In financial markets applications so far, we have seen that there is

the tendency of stock markets to group along the economic sectors

they are part of. There are some reasons we should not expect a

similar result here.

Figure 8. Granger causality based network for OECD economies using growth rates of time series. Note: colours corresponds to the
weights according to the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for a value
between 0.6 and 0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g008

Complex Networks and Business Cycles
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(1) The stock markets from advanced economies (with most of the

applications done for traded stock on the New York Stock

Exchange) generally have certain comovement patterns while

the national economies have a much more heterogeneous

behavior over time;

(2) For the case of comovement between economies, we might

expect some smaller economies to co-move in a stronger

manner with developed economies;

(3) There is no corresponding concept for a sector at the

international level although some studies have constructed

networks on the global economy using data on trade (See the

introduction section.).

A third issue is related to the way networks are constructed. In

correlation networks, we would expect the distance between

countries to express the degree of comovement, while for Granger

causality based networks, the relationship between the nodes

expresses the ability of a certain country’s GDP to forecast the

future changes in the other country’s GDP.

In the end, the fact that a certain country, even a small open

economy one, is more ‘‘central’’ to the network than we would

expect, does not imply that this country has a strong influence on

or is a better predictor of world business cycles. Rather, it strongly

commoves with the world business cycle for the correlations

networks. We should actually expect some small open economies

to be more ‘‘central’’, since they are more vulnerable to changing

global economic conditions.

In order to better understand the results, we ordered the nodes

(countries) in the Granger causality based networks for the HP

filtered series according to their influence scores. (See Tables 3 and

4). In both samples, the most influential node is that of United

States, clearly an expected result.

The OECD graph shows a number of small open economies,

more developed like Australia, Ireland or Spain or less developed

like Poland and Portugal, having also a strong influence on the

network. This would rather suggest that these small open

economies are good predictors for the changes in international

GDPs at the business cycle level. One possible explanation for this

somewhat unexpected result is that the smaller and well-connected

economies are more sensitive to international shocks and more

prone to over respond to changing world business conditions than

large economies, like the United States, which can buffer shocks

better. When taking into account the relative GDP to US of each

country, the results do not change too much. Somewhat of a

surprise is the way some members of the called PIGS club

(Portugal, Ireland, Greece, Spain) are among the more ‘‘influen-

Figure 9. Granger causality based network for OECD economies using HP filtered series. Note: colours corresponds to the weights
according to the strength of the correlation, namely black for a value higher than 0.9, blue for a value between 0.75 and 0.9, green for a value
between 0.6 and 0.75, red for a value between 0.45 and 0.6 and yellow for a value between 0.3 and 0.45.
doi:10.1371/journal.pone.0058109.g009

Complex Networks and Business Cycles
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tial’’ nodes, a fact that underlines their strong linkage with the

world business cycle (as underlined during the last financial crisis).

This does not imply that these countries ‘‘lead’’ the business cycles,

although a default of one of the PIGS countries would trigger

negative effects on even more developed economies.

Our results are similar to those in [12] who observed the

existence of small positive correlations among his sample of 20

industrialized economies. These results also point to the difficulty

of analyzing the business cycles with complex networks. Although

the complex networks have a great potential in analyzing the

international business cycles, there are certain limitations that

should be overcome in the future. Research should take into

consideration a wider range of factors that might help picturing

better the international business cycles (such as financial variables).

Besides the obvious application of the results in this paper to the

analysis of business cycles, further applications may include the

construction of risk indices with the help of network theory which

would take into account the macroeconomic factors or the analysis

of the interaction between the macroeconomic and the financial

Table 1. Countries from OECD included in the sample and
their abbreviations.

Countries Abbreviation

Australia AUS

Austria AUT

Belgium BEL

Canada CAN

Chile CHL

Denmark DNK

Finland FIN

France FRA

Germany GER

Greece GRC

Hungary HUN

Iceland ISL

Ireland IRN

Israel ISR

Italy ITA

Japan JAP

Korea KOR

Luxemburg LUX

Mexico MEX

Netherlands NLD

New Zealand NZL

Norway NOR

Poland POL

Portugal PRT

Spain ESP

Sweden SWE

Switzerland CHE

Turkey TUR

United Kingdom GBR

United States USA

doi:10.1371/journal.pone.0058109.t001

Table 2. Tests for stationarity for differenced and HP filtered
series.

Countries Differenced series HP filtered series

Australia 25.92* 23.77*

Austria 25.69* 24.28*

Belgium 25.25* 23.50**

Canada 23.18** 23.72**

Chile 24.62* 23.81*

Denmark 24.26* 24.10*

Finland 23.63* 24.58*

France 23.51** 23.60**

Germany 23.93* 24.93*

Greece 24.81* 24.42*

Hungary 22.38 23.03**

Iceland 24.86* 23.70*

Ireland 23.90* 23.82*

Israel 24.66* 24.78*

Italy 23.70* 24.11*

Japan 22.89*** 24.59*

Korea 25.32* 23.69*

Luxemburg 23.71* 24.22*

Mexico 24.06* 24.28*

Netherlands 23.28** 23.50**

New Zealand 24.27* 24.00*

Norway 23.03** 24.16*

Poland 23.30** 24.41*

Portugal 24.29* 25.19*

Spain 21.98 3.98*

Sweden 23.28** 24.25*

Switzerland 24.83* 5.04*

Turkey 25.76* 24.89*

United Kingdom 23.05** 23.84*

United States 23.49** 24.71*

doi:10.1371/journal.pone.0058109.t002

Table 3. Weighted Relative influence of countries in G7
sample in Grangers causality based network (HP filtered
series).

Country Rw

Relative GDP to
US (per capita)

Relative
Influence

USA 0.524 100.00 52.38

France 0.157 17.93 2.80

Canada 0.171 9.30 1.59

Italy 20.129 15.99 22.06

UK 20.195 17.28 23.36

Germany 20.135 25.80 23.48

Japan 20.256 32.69 28.36

doi:10.1371/journal.pone.0058109.t003
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networks. In the end the results here can be further developed to

construct model of crisis transmission within a network framework

as previous work by [8] has suggested.
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